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Abstract: There is introduced an algorithm which providescpiwise-linear model of nonlinear plant
using artificial neural networks, in this paper.attpiecewise-linear model is precise and each dinea
submodel is valid in some neighbourhood of actlahtpstate. This model can be used for plant contro
design. There is presented an example at the etidsgbaper, where defined nonlinear plant is auletd

via Pole Assignment technique using piecewise-timeural model and control response is compared to
data obtained by common PID controller.

1. INTRODUCTION

Artificial Neural Network (ANN) is a popular metholbgy
nowadays with lots of practical and industrial apgtions.
As introduction it is necessary to mention applmad as
mathematical modelling of bioprocesses in Montaguel.
(1994), Teixeira et al. (2005), prediction modets aontrol
of boilers, furnaces and turbines in Lichota et(aD10) or
industrial ANN control of calcinations processesl &on ore
processes in Dwarapudi, et al. (2007).

Therefore, the aim of the contribution is to expléiow to
use ANN with piecewise-linear activation functianshidden
layer in process control. To be more specific, ehés
described technique of controlled plant linear@atiusing
ANN nonlinear model. Obtained linearized model ris &
shape of linear difference equation.

Output
Layer

2. ANN FOR APPROXIMATION

According to Kolmogorov's Superposition Theorerry eaal Hidden
continuous multidimensional function can be evadaby _ Layer
sum of real continuous one-dimensional functioes, ldecht- Fig. 1. Three-layered ANN

Nielsen (1987). If the theorem is applied to ANNcan be

said that any real continuous multidimensional fiorccan o ] .

be approximated by certain three-layered ANN withiteary So ANN in F|g. 1_take§> inputs, those inputs are processed
precision. Topology of that ANN is depictured ingFL. Py Sneurons in hidden layer and then by one outputareu
Input layer brings external inpuss, X, ..., X into ANN. Dafcaflow between inpuit and hldt_jen neuropis gained by
Hidden layer containsS neurons, which process sums ofVeightw’;. Dataflow between hidden neurénand output

activation function. Output layer contains one meywhich Pe expressed by following equations.

processes sum of weighted outputs from hidden msurds L&
activation function has to be continuous and momioto Ya i =Z\Nlj,i X + W' 1)
i=1
v =) )
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S In (eq. 8), ¢y represents well trained ANN a is its
ya21 = Z\Nzl,i O/ +wAi 3 (eq. 8), ¢ rep . %
= output. Formal scheme of neural model is shownign E It

_ 42\, 2 4) is obvious that ANN in Fig. 2 has to be trainectovideyy
y - ¢ ya 1 ( ) . .
} 1 o _ as close tgs as possible. Existence of such a neural network
In equations abovegoz () means activation functions of js guaranteed by Kolmogorov's Superposition Theoaewu
hidden neurons an@“(.) means output neuron activationwhole process of neural model design is describettail in
function. Haykin (1994) or Taufer et al. (2008).

As it is mentioned above, there are some conditions
applicable for activation functions. To satisfy ¢keo 4. PIECEWISE-LINEAR MODEL

cond?tions, there is used mostl_y hyperbolic tangmhilvg’;ion As mentioned in section 2, there is recommendedise
function (eq. 5) for neurons in hidden layer anéniical pynerbolic tangent activation function for neuranshidden

activation function (eq. 6) for output neuron. layer and identical activation function for outmguron in

Vi :tam{yl_) (5) ANN used in neural model. However, if linear sateda
: al activation function (eq. 9) is used instead, ANMtiges stay

y:ya21 (6) similar because of resembling courses of both atitiu

Mentioned theorem does not define how to set nunafier lunctions (see Fig. 3).

hidden neurons or how to tune weights. Howevergtihave 1 for yi>1

been published many papers which are focused edlyecn . 2 . 9)

gradient training methods (Back-Propagation Gradiey'1 = Yai for -l<y;i<1

Descend Alg.) or derived methods (Levenberg-Marduar -1 for ylj<-1

Alg.) — see Haykin (1994). . o N
g) ykin ( ) The output of linear saturated activation functigneither

3. SYSTEM IDENTIFICATION BY ANN constant or equal to input so neural model whicksusNN
with linear saturated activation functions in hiddeeurons

System identification means especially a procedunich acts as piecewise-linear model. One linear submores to
leads to dynamic model of the system. ANN has ti@utlly —another when any hidden neuron becomes saturated or
enjoyed considerable attention in system identifica becomes not saturated.
because of its outstanding approximation qualifiégre are
several ways to use ANN for system identificati@me of
them assumes that the system to be identified (imjlat u
and outputyg) is determined by the following nonlinear
discrete-time difference equation.

Let us presume an existence of some dynamic newwdkl
which uses ANN with linear saturated activationdtions in
hidden neurons and identic activation function iatpoit
neuron — see Fig. 4. Let us also presume= n = 2 for
making process easier. ANN output can be compusétgu
Ys(K) =¢ys(k=1D),..., ys(k—n), @) egs. (1)_, (2)_, (3), (4). However, e_mother way foM\ output
uk=1,...,u(k —=m)], m<n computing is useful. Let us define saturation veatmf S

) ) ) ) o elements. This vector indicates saturation stafekidden
In equation abovey(.) is nonlinear functionk is discrete noyrons — see (eq. 10).

time andn is difference equation order.

. ) L _ ] 1 for y4i>1
The aim of the identification is to design ANN whic , _ N
approximates nonlinear functigr(.). Then, neural model can 0 for -1<yi<1
be expressed by (eq. 8). -1 for yi<-1

(10)

yu (K =y, (k-1),...,y, (k—n), (®) Then, ANN output can be expressed by (eq. 11).
uk-1,...,uk -m)], msn

71
| z!

1| ——— Hyperbolic Tangent [~
Linear Saturated F.

>
u(K —
B u®
Z—l
Fig. 2. Neural model Fig. 3. Activation functions comparison
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Yu(®)
>

Output
Layer

Input

Yu(K) =-alyy (k-1 -a,lyy(k-2)+

+by, [i(k -1) +b, [i(k - 2) +c+ (13)
+ (b +b,) [,
Equation (13) becomes constant term free, if (d.wiill be
satisfied.
b= -G (14)
b +b,

It is obvious that mentioned procedure can be ebddrinto
any order of difference equation.

Whole algorithm of piecewise-linear neural modehgss in
process control is summarized in following terms.

Layer Hidden 1. Create neural model of controlled plant in form of
Layer Flg 4.
Fig. 4. Piecewise-linear neural model
2. Setk=0.
yu(K)=-aly,(k-D-a,ly,(k-2)+ (11) Measure plant outpyt(k).
+RQluk-1)+b, [u(k-2) +c 4. Determine parametess, b; andc of difference equation
where: (112).
s 5. Transform (eq. 11) into (eq. 13).
a =-) Wi E(l—\zi\)ﬁwlu o _
i=1 6. Determine u(k) according to some chosen control
s E(LL ) technique using linear plant model in form (eq..13)
a, =- W21,i —1Z EWli 2
? .le ‘Z" 7. Transform (k) into u(k) using (eq. 12) and perform
s control action.
= 21 [L—|z | ) oW
% ;Wl[(i ‘Z") ? 8. k=k+1,goto3.

b, = 3w, L[z}
i=1 s
C:W21+Z(W2:Li [z +(1—\zi\)|3yv21i EVV1|)

Thus, difference equation (11) defines ANN outpod & is
linear in some neighbourhood of actual state (it th
neighbourhood, where saturation vectorstays constant).
Difference equation (11) can be clearly extenddd i@ny
order.

In other words, if it is designed neural model oy aonlinear

system in form of Fig. 4, then it is simple to dat;e

parameters of linear difference equation which apipnates

system behaviour in some neighbourhood of actuate st
This difference equation can be used then to theahc
control action setting due to any of classical oodern

control techniques.

If chosen control technique requires model in fooh
difference equation with no constant term=0), (eq. 11)

can be transformed in following way. Let us define
(k) = u(k) - u, (12)

whereug is constant. Then, (eq. 11) turns into

298

5. EXAMPLE

Demonstrative nonlinear controlled system is defirtey

difference equation (15).

Ys(k) =

150, (k= 1D)— 0805 (k— 2+ 010k — 1+ 005k - 2) N
1- 0105 (k- 1+ 021y (k-D]°

+060uk-D

There are defined the boundaries of inp(k) to interval
<0;3>. Static characteristic of the system is feglbelow

(Fig. 5).

2.5

(15)

Fig. 5. Static characteristic of the system
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Fig. 6.

Control response with PID controller

Firstly, system is controlled with PID controllemied by trial
and error — more sophisticated tuning methodstdaibring
better performances because of significant nontityeaf the
plant. Control response (Fig. 6) shows serious tfajuality.
For lower values of controlled variablgg(k), control
performance oscillates unacceptably, while for bigihalues
of ys(K), control performance is too damped.

Then, piecewise-linear neural model is used fortrobn
Neural model is designed according to informatiesalibed
in section 4. Detailed description of the processnbt
referred here, because it is standard well-knovwatgature.
Certain control technique, which can use systemehau
form of (eq. 13), has to be determined. In this destration,

g Us 3

Fig. 8. Control Response with PA Controller and
Piecewise-Linear Neural Model

6. CONCLUSIONS

The paper is focused on usage of neural networtk kviear
saturated activation functions in process contideural
model with such a neural network within is suitalbte
controller design using any of huge set of classicanodern
control techniques. As example, there is presectedtiol of
nonlinear discrete plant using Pole Assignment riepgle.
Comparison to control performance provided by PID
controller proves great improvement.
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wy(K) Egg u(k) SYSTEM y«(K)
Q@)
P(zY)

Fig. 7. Pole Assignment Control Technique
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